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After successful completion of this course, the students will be able to:

Understand: Illustrate the basic concepts of formal languages and various models of
computation.

co2' Analyze: Analyze the given automata or machines and find out its language.

;cot 
l

Understand: Demonstrate formal relationships among machines, languages and grammars

Analyze: Analyze the decidabilify of a problem using a Turing machine.

Create: Design automata, regular expression, push down automata and Turing Machine for a

given language.
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IINIT I: Fundamentals of Languages and Finite Automata
Alphabet, Symbols, Sets, Strings, Language, Operations, Relations, Chomsky hierarchy of languages

Design of Finite State Machines, Acceptance of strings and languages, Non-Deterministic Finitt

Automaton, Deterministic Finite Automaton, Equivalence between NFA and DFA, NFA with e-transition

Minimization of FA, FSM with output.

UNIT II: Regular Language and Grammar
Regular sets, Regular expressions, Manipulation of regular expressions, Equivalence between RE and

FA, Pumping Lemma for regular set, Closure properties of regular sets (Proofs not required), Regular

grammars, Right linear and left linear regular grammars, inter-conversion between LLG & RLG,

Equivalence between regular grammar and FA, Inter-conversion between RE and RG.

UNIT III: Context Free Grammar
Context free grammar, Derivation trees (Syntax tree and Parse tree), Ambiguous Grammar,

Simplification of CFG, Context Free Language (CFL), Pumping Lemma for CFL, Closure properties of
CFL, Normal Form of CFG: Chomsky Normal form, Greibqch Normal form.
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UNIT IV: Push Down Automata
Definition and model of Push Down Automata (PDA), acceptance of CFL by empty Stack and by final
state, Design of PDA (DPDA & NPDA) equivalence of CFL & PDA, Inter-conversion of PDA & CFG.

W
Definition, Model of TM, Designing of Turing Machine as an accepter and as a transducer, types of
Turing machines, Church's hypothesis, Linear bounded automata and context sensitive language.

UI\ IT VI: Undecidability
Decidability of problems, Recursive enumerable language, Recursive Language, Properties of Recursive

enumerable language, Halting problem of Turing machine, Universal Turing Machine, Undecidability,
primitive recursive functions, Posts Correspondence problem, Ackerman's function.

1. lntroduction to Theory of Computation, Michael Sipser, 3'o Edition, 2006, Cengage Learning.

2. Theory of Computer Science: Automata, Languages and Computation, K. L. P. Mishra,

Chandrashekharan, 3'd Edition, 2008, Pearson Education. A
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Design &

Analysis of
Algorithms
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The course imparts knowledge of design and analysis of
capabilities and analytical skills to enhance employability.

algorithms to improve problem solving

After successful completion of this course the student will be able to:

Understand: Explain the role of mathematical foundations in NP probtem, Oecision anO

optimization problems, non-deterministic, graph-based and approximation algorithms.

c:y Analyze: Examine worst-case running times of searching and sorting algorithmi using
asymptotic analysis and amortized analysis.

Apply: Make use of various methodologies to solve recuffence relations.

Apply: Demonstrate various strategies like, divide and conquer, greedy, dynamic programming
and backtracking for problem solving and basic traversal techniques for searching problems.

col*;r Evaluate: Select suitable Data structure and algorithm to address the given situation.

:.:;;1ra
, I ii::-

III\IT f: Recurrences and Asymptotic Notations

Introduction: Algorithm definition, algorithm characteristics, principles of designing algorithms.
Performance Analysis: Space complexity, time complexity, asymptotic notations: big-oh notation, omega
notation. theta notation.

Recunence Relations: Solutions of recurrence relations using techniques of characteristic equation,
generating functions, master method and substitution method.

UNIT II: Divide and Conquer

Basic strategy, matrix operations, Strassen's matrix multiplication, binary search, quick sort, merge sort,
amortized analysis, application of amortized analysis, advanced data structures like Fibonacci heap,
binomial heap, disjoint set representation.
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Uhl^IT III: Greedy Method
Basic strategy, fractional knapsack problem, application to job sequencing with deadlines problem,
minimum cost spanning trees, single source shortest path - Prim's algorithm, Kruskal's algorithm and
Dijksha's algorithm, optimal search paffernso activity selection problem.

tIflIT IV: Dynamic Programming
Basic strategy, multistage graphs, all pairs shortest path - Floyd Warshall algorithm, single source shortest
paths-Bellman Ford algorithm, optimal binary search trees, traveling salesman problem, longest common
subsequence problem, chained matrix multiplication.

t lIT V: Basic Traversal and Search Techniques
Search Techniques: Breadth first search and depth first search, connected components.

Backtracking: Basic strategy, 8-Queen's problem, graph coloring, Hamiltonian cycles.
Brach and Bound: 0/1 knapsack problem

Approximation algorithm: Introduction, vertex cover problem, subset sum problem.

tIflIT VI: I\P-Com pleteness

Basic concepts, non-deterministic algorithms, NP, P, NP-hard and NP-complete, decision and optimization
problems, graph-based problems on NP Principle.

l. Fundamentals of Algorithms, Brassard, Bratley, 1't Edition, 1995, Prentice Hall.

2. Design and Analysis of Algorithms, Aho, Ullman, Hopcroft, I't Edition, 2002,Pearson Education.
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PCCAM5O2P
Design & Analysis
of Algorithms Lab 2 I 25 25 50

the problems in an intelligent and effective way to improve employability.

A minimum of eight practical to be performed based on the theory course Design & Analysis of
Algorithms [PCCAM502TI.

w &v y+cv
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After successful completion of this course the student will be able to:

ry01 Apply: Demonstrate the knowledge of basic data structures and use them for implementing
the solution in a best suited wav.

tg.re Evaluate: Determine the computational complexity of an algorithm to perform particular task.

c.,,9.3i Evaluate: Evaluate the performance of different algorithms when applied to a given problem.

Create: Design code using various algorithms for solving problems.

l. Computer Alsorithms. Horowitz. Sahani. Raiasekaram. 2008. Silicon Press.
2. Fundamentals of Alsorithms. Brassard. Bratlev. I't Edition. 1995. Prentice Hall
3. Inhoduction to Algorithms, T. H. Cormen, C. E. Leiserson, R. L. Rivest, C. Stein, 3'dEdition, 2009,

PHI
4. Design and Analysis of algorithms, Aho, Ullman, Hopcroft, I't Edition, 2002, Pearson

Education.
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PCCAM5O3T
Software Engineering &

Project Management 2 2 20 30 50 2

",,d ,. r , ,Course_Objectio

The course enables students to understand both theoretical and methodological issues involvbd in moclern
software engineering and project management of software systems to improve their employability and
technical skills.

W*F

:i;:la : Course Outbomes

After successful completion of this course the student will be able to:
Understand: Explain the basic concepts of Software Engineering & relate appropriate software
models and technologies to bring out innovative and novelistic solutions for the software
developmen!,r&
Create: Analyze and design the software architectures with the help of different UML diagrams.

'.:,'.F.tffi

Evaluate: Determine an appropriate project management approach through an evaluation in
accordance with business context and scope of the proiect.

'.,-GfrAti Create: Design various estimation levels of cost and effort required for Project Management.

UNIT I: Soffware Process
lntroduction: Evolution of Software Engineering, Layered Technology Approach, Characteristics of
Software, Software Process Framework.
Perspective Process Models: Waterfall model, Incremental Model, RAD Model, Evolutionary Process
model (Prototyping & Spiral Model), Agile Model for Software Development.

UNIT II: System Analysis
System Analysis: Requirement Engineering, Data modeling, Object-Oriented Analysis, Scenario-Based
Modeling, Flow-Oriented Modeling, Class-based Modeling, Behavioral Model.
Design Concepts: Abstraction, Pattern modularity, Information hiding, Design classes, Refactoring.

UNIT III: Project management
Project Management: Introduction to Software Project Management, Project Planning, Project scheduling,
Risk management, Change Management, Software reengineering, Restructuring Reverse engineering,
Forward Engineering

IINIT IV: Quality Management

Quality Concepts: Software Quality, Software Reviews, Formal Technical Review, Software Reliability.
Quality Assurance Activities: SQA, Software Configuration Management, SCM Repository, SCM Process,
Estimation.
OualiW Standards: ISO 9000 and Companion ISO Standards. CMMI. Six Sisma.
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l. Fundamentals of Software Engineering, Rajib Mall, 3'd Edition, 2009, PHI Learning private timited
2. Software Quality Assurance:

Pearson Addison-Wesley.
From Theory of Implementation, Daniel Galin, 2nd Edition, 2012,

3. Software Engineering, David Gustafsan, schaum's Series, 2002,TataMcGraw Hill

4. Software Project Management - Sanjay Mohapatra (Cengage Learning),
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PCCAM5O3P
Software

Engineering &
Project Management

Lab

4 2 25 25 50

r: 
, 
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"t'ti
The lab course enables students to understand the software engineering methodologies

phases for project development to enhance their employability and technical skills.

A minimum of eight practical to be performed based on the theory eourse Software Engineering &
Project Management [PCCAM503TI.

After successful completion of this course the student will be able to:

Understand: Explain the software engineering methodologies involved in the phases for project

development.

Apply: Apply appropriate software models and technologies to bring out innovative and

novelistic solutions for the software development.

#ueoF= Analyze: Analyze open-source tools used for implementing software engineering methods.

Create: Develop product-prototypes implementing soffware engineering methods.

1. Software Engineering-A Practitioner's Approach, Roger Pressman, 7th Edition, 2010, McGraw Hill

2. Software Ensineering. Ian Sommerville, 9th Edition, 201l, Pearson Education Asia.

3. Software Quality Assurance: From Theory of Implementation, Daniel Galin, 2nd Edition,2012,
Pearson Addison-Weslev.

4. Software Qualiry Engineering: Testing, Quality Assurance and Quantifiable, Jeff T!q4,2Q!!,V/!!gL
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PCCAM5O4T
Neural Network
&Fuzzy Logic

2 2 20 30 50 2

ve

The course enables leamers to understand fundamentals of artificial neura I nefworks, fuzzy logic and acquire

knowledge to deal with intelligent system related problems.

After successful completion of this course, the student will be able to:

c01" Understand: Illustrate the concepts of Neural Networks, Feedforward and feedback networks.

coti Understand: Interpret the concepts of fuzzy logic and fuzzy arithmetic involved in various systems.

\ | iN,t)ri1;lii:

i0 Apply: Identiff and describe Fuzzy Logic and Artificial Neural Network techniques in building

intellisent machines.

Apply: Apply Artificial Neural Network & Fuzzy Logic models to handle uncertainty and solve

engineering problems.

:.5. SYLLABUS

UNIT I: Neural Networks
History, Overview of biological neuro-system, mathematical models of neurons, ANN architecture, learning

rules, Learning Paradigms-Supervised, Unsupervised, Semi-supervised and Reinforcement Learning,

Learning Tasks, Applications of Artificial Neural Networks.

UNIT II: Feedforward and Feedback Networks
Introduction, Single-layer perceptron classifiers, Discriminant functions, linear machine and minimum

distance classification, Multilayer feedforward networks, linearly non-separable pattern classification, Delta

learning rule, Feedforward recall and error back-propagation training, Hopfield learning algorithm, Self-

organizing Map.

UNIT III: Fuzzy Logic
Introduction, Classical and Fuzzy Sets: Overview of Classical Sets, Membership Function, Fuzzy rule

generation, Operations on Fuzzy Sets: Compliment, Intersections, Unions, Combinations of Operations,

Aggregation Operations.

IINIT lY z Fuzzy Arithmetic
Fwzy Numbers, Linguistic Variables, Arithmetic Operations on Intervals & Numbers, Lattice of Fuzzy

Numbers, Fuzzy Equations, Application of Fuzzy Logic, Fuzzy control, Fuzzy Inference Engines, Graphical

Techni ques o f Inferenc e, F uzzifrc ation, D efuzzi fi c at ion.

f)./f V it Page9 of 12^\t/ P:";^*1*b-M\v+r\
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l. Intro. Introduction to Artificial Neural System, J.M. Zurada, Jaico,lst Edition, 1994, Publishing House, India.

2. Fuzzry Logic with Engineering Applications, T. J. Ross, 3'd Edition, 2010, A John Wiley and Sons, Ltd.,
Publication

l. Fuzzy sets and Fuzzy logic, Theory and Applications, George J. Klir, Bo Yuan, Prentice Hall.

2. Elements of Artificial Neural Networks, Kishan Mehrotra, C. K. Mohan, S. Ranka Penram, International
Publishing (India).

3. Neuro-Fuzzy and Soft Computing: A computational Approach to Learning & Machine Intelligence,
Roger Jang, Tsai Sun, Eiji Mizutani, 2007,PHI

& tA#"h
+

Paee 10 of 12



if4q1
''Sfifu*"'
W,r#S

S. B" JAIH lHs"lTuIE $F" TE$FI}IOL$(}Y, MAHA$HfvlfrI"lT
& RESEARCH, NAGPUR.

tAR Anto,$sffi#us lnstituts, Sffiliated to RTMNU. Nagpur)

SEFARTIbISFIT oF E*{ERGIfiS TECHI$*I*GIES {AI&ML and AI&D$)
Sceor*r.e {"i? e,us ellexf eewt*r lar Ewargiztg fec&nc{cgfes J* $o$qpq{fer "ye de.$€ * fa tr€&te cowpet*nt praf*sionall

i;#,fr,#

L T: Pl

OECAMsOlT
Game

Development
using Python

J a
J 40 60 100 a

J

!iiii
l:tr::rl

The course enables the students to understand various elements of a game and game development using
Python libraries to improve entrepreneurship and technical skills.

' 
'#'' i .!t' '

After successful completion of this course the student will be able to:

Understand: Extend the knowledge of game, virtual reality and aspects of intersecting games to
solve the given problems.

Apply: Utilize concepts of graphics, images, navigation, control and sound for game development.

,,#s,
Analyze: Analyze the problems using knowledge of looping game and simulating reality and

intelligence to develop useful applications.

Apply: Select appropriate collision detection methods available in Python programming to solve the

given problem effi ciently.

Create: Design and Develop solutions using Python libraries and Python game development

framework for the given problem statement.

UNIT I: Games

Virtual Reality, Game Genres, Common Aspects of Computer Games, Platforms. Aspects of Interesting

Games.

UNIT II: Working of Games

Video Game Architecture, The Graphics

Rule, The Pong Game.

System, The Audio System, Game Design, Playing the Game by the

IINIT III: Graphics and Images
Pygame Essentials, Simple Static Drawing, Pixel Level Graphics, Lines and Curves, Polygons, Blitting,
Drawing Text, Transparent Colors, Image Transformations, Pixels and Color, The C2H6O Jet Boat Race

Game.
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III\IT IV: The Game Loop
Time and Intervals, Events. Randomness in Games, Generating Random Values, Simulating Reality and

lnfellisence.

UNIT V: Game AI: Collisions
Collision Detection, Polygonal Objects, Broad Phase Collision Detection, Narrow Phase Collision Detection,
Collision Detection in the Boat Race.

tmllT VI: Navigation, Control and Sound

Navigation and Control: Basic Autonomous Control, Finite State Machines, Pathfinding, Stochastic

Navigation.

Sound: Basic Audio Concepts, Introduction to Sound in Pygame, Creating Your Own Sounds, Positional
Audio. Distance Attenuation. 2D Positional Sound.

l. Game Development Using Python, James R. Parke, 2019, Mercury Leaming & Information.

2. Beginning Game Development with Python and Pygame: From Novice to Professional, Will McGugan,
I't Edition, 2007, Apress.
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1. 3D Math Primer for Graphics and Game Development, Fletcher Dunn,2nd Edition,2011, A K
Peters/CRC Press.

2. Programming Game AI By Example, Mat Buckland, I't Edition, 2004, Jones and Bartleff Publishers.
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PCCAM6OlT Compiler Design 4 4 40 60 100 a
J

The leamers will be able to explore the principles, algorithms, and data structures involved in the design of
compilers. Also, they will be able to understand various phases of compilation and their working, which
enhance logical thinking and improve employability.
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After successful completion of this course the student will be able to:

Understand: Demonstrate various phases of compilation, with understanding of lexical analysis in

compiler design.
: :1;:: : I
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Create: Design Parsers using top-down and bottom-up parsing techniques for given grammar in
syntax analysis.

Apply: Make use of syntax directed translation schemes and construct Intermediate code for a given

set ofproductions

Apply: Make use of different code optimization and generation techniques on various intermediate

codes to generate efficient target code.

Apply: Choose adata structure for symbol table organization to store various attributes and apply

different effor recovery tools on parsers.

UNIT I: Introduction to Compilers
Introduction, Definition, phases & passes of compiler design, compiler writing tools, relation of compilation
phases with formal languages.

Lexical Analysis: Introduction, tokens, pattem and lexemes, design of lexical analyzer, role of regular

expression and finite automata in recognition of tokens, lexical effors.

UNIT II: Syntax Analysis

Introduction, Context free grammars (CFG), Ambiguous Grammars, Simplification of CFG, Top- down

parser, design of predictive (LL(l)) parser, bottom-up parsing technique, Handle and Viable Prefix, LR
parsing, Design of SLR, CLR, LALR parsers, Parser Conflicts, Implementation of Parsers.

IJNIT III: Intermediate Code Generation

Syntax Directed Translation: Syntax directed definition, S-attributed andL-attributed definitions, franslation

schemes.
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1. Compilers Principles Techniques and Tools, Aho, Sethi, Ullman, 2nd Edition, 2008, Pearson education.

2. Principles of Compiler Design, Alfred V. Aho, Jeffrey D. Ullman, 1977, Narosa Pub. House.

1. Compiler Design using Flex and Yacc, Vinu V. Das, 2008, PHI Publication.

2. Compiler Design, O. G. Kakde,2006, Laxmi Publications.

3. Principles of Compiler Design, V. Raghavan,2010, McGraw Hifl Education (India).
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Intermediate Code Generation: Intermediate forms of source programs - abstract syntax tree, polish notation

and three address code, types of three address statements and its implementation, syntax directed translation

into three-address code, translation of simple statements, Boolean expressions and flow-of-control

statements. declarations and array reference.

IIIIIT IV: Storage Allocation & Error Handling
Symbol Table Management: Storage allocation and run time storage administration, symbol table

management.

Error Detection and Recovery: Error recovery in LR parsing, Error recovery in LL parsing, automatic error

recovery in YACC.

UI\IT V: Code Optimization
Basic blocks and flow graphs, Local and global optimization techniques, loop optimization- control flow
analysis, data flow analysis, Loop invariant computation, lnduction variable removal, other loop optimization

techniques, Elimination of Common sub expression, directed acyclic graph (DAG) and its applications.

III\IT VI: Code Generation
Problems in code generation, simple code generator, code generation using labelling algorithm and DAG,

Heuristic DAG ordering, register allocation and assignment, Peephole optimization.
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The course will enable the students to understand and analyze deep learning techniques required for
handling large amounts of datasets &amp; able to use various algorithms for an application to improve
employability and technical skills.

After successful completion of this course the student will be able to:

Understand: Explain the concept of neural network, regularization, convolutional and recurrent
neural network for deep learning.

Understand: Illustrate various kinds of neural networks suitable for deep learning.

.c=93 Analyze: Analyze the various principal components and algorithms of deep learning.

pot Apply: Identif, the appropriate deep learning algorithms for various types of learning task in
various domains.

Create: Design an application using Convolutional and Recurrent NeuralNetworks.

UIYIT I: Introduction to Neural Networks
Artificial Neural Networks Introduction, Basic Models of ANN, Important Terminologies, Supervised

Leaming Networks, Perceptron Networks, Adaptive Linear Neuron, Back-propagation Network,
Associative Memory Networks, Training Algorithms for Pattern Association, BAM and Hopfield
Networks.

tllllT II: Learning Network
Introduction, Fixed Weight Competitive Nets, Maxnet, Hamming Network, Kohonen Self-Organizing

Feature Maps, Learning Vector Quantization, Counter Propagation Networks, Adaptive Resonance

Theory Networks, Various Special Networks.

UNIT III: Deep Learning Concepts

Introduction to Deep Learning, Historical Trends in Deep learning, Deep Feed - forward networks,

Gradient-Based learning, Hidden Units, Architecture Design, Back-Propagation and Other

Dif ferentiation Algorithms.

UNIT IV: Regularization
Bias Variance Tradeofi L2 regularization, Early stopping, Dataset augmentation, Parameter Sharing and
Tying,Injecting Noise at Input, Ensemble Methods, Dropout. A
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UIYIT V: Convolutional Neural Networks
The Convolution Operation, Motivation, Pooling, LeNet, AlexNet, ZF-Net, VGGNet, GoogleNet,
ResNet, Visualizing Convolutional Neural Networks, Guided Backpropagation.

UIYIT VI: Recurrent Neural Networks
Concept of Recurrent Neural Networks, Backpropagation through time (BPTT), Vanishing and

Exploding Gradients, Truncated BPTT, LSTMs, GRUs, Attention Mechanism and the Transformer

Architecture

.:.,;+it|t
, 'r4:tii::;
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1 . Neural Networks and Leaming Machines, Simon Haykin, 3 rd Edition , 2008, Pearson Prentice Hall.

2. Deep Learning with TensorFlow, Giancarlo Zaccone, Md. RezaulKarim, Ahmed Menshawy, I't
Edition, 20 17, P ackt Publishing.

3. Hands-On Deep Learning Algorithms with Python, Sudharsan Ravichandiran,2019, Packt Publishing

Limited.

4. Deep Learning: A Practitioner's Approach, Josh Patterson &amp; Adam, l't Edition, 2017, O'Reilly

Media.

5. Deep Learning from Scratch,Building with Python from First Principles, Seth Weidman, l't Edition,

2019, O'Reilly Media.
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PCCAM6O2P Deep Learning
Lab

2 25 25 50

After successful completion of this course the student will be able to:

Apply: Ident

various doma
f the appropriate deep learning algorithms for variods types of leaming task in
n.

Evaluate: Apply and evaluate the deep learning techniques on various datasets.

Analyze: Analyze the various principal components and algorithms of deep learning.

Create: Design an application using Convolutional and Recurrent Neural Networks.

A minimum of eight practical to be performed based on the theory course of Deep Learning

lPccAM602Tl
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1. Deep Leaming, Ian Goodfellow, Yoshua Bengio and Aaron Courville, l't Edition, 2016, The MIT
press.

2. Deep Learning with TensorFlow, Giancarlo Zaccone, Md. RezaulKarim, Ahmed Menshawy, Itt
Edition, 2017, P ackt Publishing.

3. Hands-On Deep Learning Algorithms with Python, Sudharsan Ravichandiran, 2019, Packt

Publishing Limited.
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Optimization
Techniques in

ML
I
J

a
J 40 60 100 a

J

The course will enable the students to understand the fundamentals of mathematical
i.il:i,i'itt1::,i:,i j

and
computational tools for machine learning that improves technical skills.

After successful completion of this course the student will be able to:

.e€I
Understand: Demonstrate the fundamentals of convex and non-convex optimization in machine
learnins.

:::=:: :.::=,e,t_z Apply: Apply regularized sparse optimization for statistical learning.

Analyze: Categorize trade-off between time, data and accuracy for machine learning.

Analyze: Analyze the first order and higher order methods for solving optimization problems in
the context of machine learnins.

Create: Formulate scalable and accurate implementation of optimization algorithm for machine
learnins applications.

!)!!t ,\li:

i!, Nii
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IIIIIT I: Fundamentals of Convex Analysis
Review of basic linear algebra and probability, convex sets and functions, Strong and weak duality,
Constraint Qualification, Optimality conditions for machine learning problems (regressions, SVM, etc.)

UNIT II: First-Order Methods
Gradient descent convergence analysis, Convergence analysis for momentum-based acceleration

methods: Heavy-ball, multi-step, Nesterov, FISTA, etc., Convergence speedup with conjugacy,
Convergence analysis for sub-gradient methods, Stochastic (sub) gradient descent (convergences in
probability and distribution, almost, sure convergence, parallelism, applications in deep learning, etc.)

Unit III: Higher-Order Methods
Newton's method: convergence analysis (exact/inexact step-sizes, self-concordance), applications in
regressions, Quasi-Newton Theory (Secant methods), convergence proofs for BFGS/DFP, L-BFGS in
machine learning. A
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Unit IV: SparselRegularized Optimization
Regularized sparse optimization for machine/statistical learning: compressed sensing, LASSO, logistic

regression, etc. Structured sparsity optimization for machine/statistical learning: low-rank matrixregression, etc. Structured sparsity optimization for machine/statistical learning: low-rank matrix
completion, nuclear norm regularization, inverse covariance inference, atomic norm regularization, etc.

Untt V: P
Dual decomposition and decentralization, Method of multipliers and ADMM methods: convergence
analysis and proofs, Proximal operators and proximal methods, Design and analysis of distributed
algorithms.

Unit VIt
Coordinate descent methods and convergence analysis, Special structured nonconvex optimization,
Optimization landscape, Saddle point escape.

)t:a:aaaj

1. Optimization for Machine Learning, Suvrit SRA, Sebastian Nowozin, Stephen J. Wright, I't
Edition, 20l2,The MIT Press.

2. Optimization in Machine Learning and Applications, Suresh Chandra Satapathy, Anand J.

Kulkarni. 2019. Sorinser.
3. Nonlinear Programming: Theory and Algorithms, M. Bazana, H. D. Sherali, C.M. Shetty, 2006,

John Wilev & Sons. ncv6 n\b ,.1NY lr I7jY fw-:
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Optimization
Techniques in

ML Lab
2 I 25 25 50

After successful completion of this course the student will be able to:

Apply: Apply regularized sparse optimization for statistical learning.

t1ffi,;:;liti
,€,02 Analyze: Categorize trade-offbetween time, data and accuracy for machine leaming.

€0,,
t.: Analyze: Analyze the first order and higher order methods for solving optimization problems in

the context of machine learning

Create: Design scalable applications that accurately implements the optimization techniques

using machine learning algorithms.

A minimum of eight practical to be performed based on the theory course of Optimization

Techniques in ML [PECAM601T]

l. Optimization for Machine Learning, Suvrit SRA, Sebastian Nowozin, Stephen J. Wright, 1" Edition,

2012.The MIT Press.

2. Optimization in Machine Learning and Applications, Suresh Chandra Satapathy, Anand J. Kulkarni,

2019, Springer.
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Digital Image &
Video Processing

a J 40 60 100 aJ
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The course enables the students to understand the basics of the digital image formation, visualization in
spatial and frequency domains, and to provide an exposure to various image and video compression

standards.

After successful completion of this course the student will be able to:

col,
Understand: Demonstrate the fundamental concepts of digital image and video processing
system and perform mathematical transformation on digital images and video.

.lfiffii lili'i:"4.:trl

COZ ,

Analyze: Analyze the building blocks of compression system and select processing modules to
enable effi cient compression.

Apply: Build image processing application such as motion estimation using suitable technique.

CO*'. Create: Design video processing application using appropriate filtering techniques.

Create: Develon imase nrocessins apolication usins suitable imase enhancement technique.

UI\IT I: Introduction to Digital Image Processing
Fundamentals of Elements of Digital Image, Image as Data, Pixels, Components of Digital Image,
Types of Image Representation, Measures of Image, Neighbors of pixel adjacency connectivity, regions
and boundaries, Distance measures, Applications of Digital Image Processing.

IINIT II: Image Processing Techniques
Image Enhancement: Spatial Domain methods: Histogram Processing, Fundamentals of Spatial
Filtering, Smoothing Spatial filters, Sharpening Spatial filters.

Unit III: Image Compression
Frequency Domain methods: Basics of filtering in frequency domain, image smoothing, image
sharpening, selective filtering Image Segmentation: Segmentation concepts, point, line and Edge
detection, Thresholding, region-based segmentation

Unit IV: Image Compression Fundamentals
Image compression fundamentals: Coding redundancy, spatial and temporal redundancy.
Compression models: Lossy and Lossless, Huffmann coding, Arithmetic coding, LZW coding, run
length coding, Bit Plane coding, transform coding, predictive coding, wavelet coding, JPEG standards.

fl
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Unit V: Basic Steps of Video Processing
Basic Steps of Video Processing: Analog video, Digital Video, Time varying Image Formation models,
3D motion models, Geometric Image formation, Photometric Image formation, sampling of video
signals, fi ltering operations

U"itffi
2-D Motion Estimation: Optical flow, general methodologies, pixel-based motion estimation, Block
matching algorithm, Mesh based motion Estimation, global Motion Estimation, Region based motion
estimation, multi resolution motion estimation. Waveform based coding, Block based transform
coding, predictive coding, Application of motion estimation in video coding.

l. Digital Image Processing, Rafael C. Gonzalez, Richard E. Woods, 3'o Edition, 2008, Pearson

Education.

2. Fundamentals of Digital Image Processing, Anil K. Jain,2ns Edition 2002,PHIPublication.

o-Ni , rS\l\V./ It t ,vZ|/WJ*ry-.-Y '. --

1. Digital Image Processing, Kenneth R. Castleman,l" Edition, 2007,Pearson Education India.

2. Digital Image Processing using MATLAB, Rafael C. Gonzalez, Richard E. Woods, Steven

Eddins, 2nd Edition, 2011, McGraw-Hill Education.

3. Digital Image Processing using Matlab, Gonzalez & Woods, 3'o Edition, 2020, Gatesmark

Publishing. n
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Digital Image

& Video
Processing Lab

2 I 25 25 50

After successful completion of this course the student will be able to:

Analyze: Analyze the building blocks of compression system and select processing modules to
enable effi cient compression.

wc02tt i
Apply: Build image processing application such as motion estimation using suitable technique.

*'gpl. Create: Design video processing application using appropriate filtering techniques.

Create: Develop image processing application using suitable image enhancement technique.

A minimum of eight practical to be performed based on the theory course of Digital Image & Video
Processing [PECAM602T]

e$e
l1J4-
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1. Digital Image Processing, Kenneth R. Castleman,lst Edition, 2007,Pearson Education India.

2. Digital Image Processing using MATLAB, Rafael C. Gonzalez, Richard E. Woods, Steven

Eddins, 2nd Edition, 2011, McGraw-Hill Education.r, 
n
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Data Mining

and Predictive
Modeling
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The course enables the students to understand the techniques of data mining, visualization and analysis

using predictive models to determine future trends that enhances their employability.

:iitfu

After successful completion of this course the student will be able to:

Understand: Demonstrate the fundamental concepts of data mining, data preprocessing along with

data visualization.

W Apply: Apply classical models, data modelling and visualization algorithms for future prediction.

Apply: Identif, the use of extracting models to predict future data trends through the classification

and prediction to solve societal problems.

Analyze: Analyze the data and choose relevant data mining techniques for mining frequent patterns,

associations. cluster and correlation on relational data.

Evaluate: Determine suitable regressiono classification and clustering techniques for data analysis

and visualization.

Svu,nnuS
-li

tjNIT I: Introduction Data Mining
Basic concepts of data mining, Classification of Data Mining Systems, Knowledge data discovery process,

Data mining functionalities, Data mining tasks primitives, Major issues in data mining.

IINIT II: Data Preprocessing

Types of data and data quality, need for preprocessing the data, Data cleaning, Data integration and

transformation, Data reduction, discretization and concept hierarchy generation,

Exploring Data: Summary statistics, visualization, multidimensional data analysis.

tlll-IT III: Association and Correlation Analysis

Basic concepts, frequent pattems, association rules: support and confidence, Frequent itemset generation:

Apriori algorithm, FP-Growth algorithm, Rule generation, Applications of association rules, Correlation

analysis, Constraint-based association mining.

IIIIIT IV: Classification
Binary classification and multi-category classification, Bayes theorem and Naive Bayes classifier,

asq CVry B2
12 of25
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Association based classification, Rule based classifiers, Nearest neighbor classifiers, Decision Trees, Random

Forest, Support Vector Machine, Model overfitting, Evaluation of classifier performance: cross validation,

Ensemble Methods.

LIIIIT V: Clustering Algorithms and Cluster Analysis

Concept of clustering, measures of similarity, Categorization of major clustering algorithms: Partitioning

methods, k-means, k-medoids, CLARANS, Hierarchical methods, agglomerative, divisive clustering,

BIRCH, Density-based methods, Subspace clustering, DBSCAN, Graph-based clustering, MST clustering,

Cluster evaluation, Outlier detection and analysis.

Exploratory data analysis for predictive modelling, modelling techniques for prediction of continuous and

discrete outcomes, fundamental concepts of predictive modelling.
Regression techniques: linear, multivariate, non-linear, Cross-validation, model selection, overfitting,

Logistic regression of binary variables, cross validation, confusion matrix, cost sensitive classification, ROC

curves.

r, ,il' ":

l. Data Mining Concepts and Techniques, Jiawei Han, Micheline Kamber,2nd Edition,2006, Morgan
Kaufmann Publishers.

2. Applied Predictive Modeling, Max Kuhn, Kjell Johnson, 1st Edition,2013, Springer.

\t
l:4:.

1. Data Mining and Business Intelligence, Shinde and Chandrashekhar, 2015, Dreamtech Press.

2. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R, Thomas W.
Miller,2013, Pearson

3. Data Mining Techniques, Arun K Pujari, 3'd Edition, 2013,Orient BlackwanAJniversities Press.
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Data Mining
and Predictive
Modeling Lab

2 I 25 25 50

After successful comoletion of this lab course the student will be able to:

Apply: Apply classical models, data modelling and visualization algorithms for future prediction.

Apply: Identify the use of extracting models to predict future data trends through the classification
and prediction to solve societal problems.

: :::"'9o31
:::::;::1 -;,,;;

Analyze: Analyze the data and choose relevant data mining techniques for mining frequent patterns,

associations, cluster and correlation on relational data.

Evaluate: Determine suitable regression, classification and clustering techniques for data analysis

and visualization.

A minimum of eight practical to be performed based on the theory course Data Mining & Predictive
Modeling [PECAM603T]

..:: :
-r[r
"+ ,+, 11ir,,,, lr,,

i.)

1. Data Mining and Business Intelligence, Shinde and Chandrashekhar, 2015, Dreamtech Press.

2. Modeling Techniques in Predictive Analytics: Business Problems and Solutions with R, Thomas W.
Miller,2013, Pearson n
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PECAM6O4T GPU Computing al J 40 60 t00 J

After successful completion of this course the student will be able to:

;=#ffi
iritt{f6,,l iri

Understand: Interpret the basic concepts of parallel computing, GPGPU, GPU computing for
parallel programming.

Apply: Identifr the need of parallel architecture and know the evolution of modern GPU

architecture.

Apply: Make use of skills and modern engineering tools like CUDA programming and execution

model to address data parallelism.

Analyze: Examine the importance of memory, performance, floating point considerations and

optimization in GPU computing.

Evaluate: Evaluate the performance of various applications in well-known GPU computing

scenarios.

.. .. .SYLLABUS. -..

III\IT I: Introduction Parallel Computing
Review of Traditional Computer Architecture, Heterogeneous Parallel Computing, Architecture of a Modern

GPU, Need of More Speed or Parallelism, Speeding Up Real Applications, Parallel Programming Languages

and Models.

III\IT II: Evolution of GPU Architectures
Evolution of Graphics Pipelines, Fixed-Function Graphics Pipelines, Programmable Real-Time Graphics,

Unified Graphics and Computing Processors, GPGPU, GPU Computing, Scalable GPUs, Recent

Developments.

IINIT III: Data Parallelism and CUDA
Data Parallelism, CUDA Program Structure, A Vector Addition Kernel, Device Global Memory and Data

Transfer, Kernel Functions and Threading, Function Declarations, Kernel Launch, Predefined Variables,

Runtime APIs.

'lu,V'
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ttNIT IV: Execution Model
CUDA Thread Organization, Mapping Threads to Multidimensional Data, Matrix-Matrix Multiplication,
Synchronization and Transparent Scalability, Assigning Resources to Blocks, Querying Device Properties,

Thread Schedulins and Latencv Tolerance.

III\IT V: Memories and Performance Considerations
Memories: Importance of Memory Access Efficiency, Device Memory Types, Reducing Global Memory

Traffic, Memory as a Limiting Factor to Parallelism.

Performance Considerations: Warps and Thread Execution, Global Memory Bandwidth, Dynamic

Partitioning of Execution Resources, Instruction Mix and Thread Granularity.

IIIIIT VI: Floating-Point Considerations and Applications
Floating-Point Considerations: Floating-Point Format, Representable Numbers, Special Bit Patterns and

Precision in IEEE Formato Arithmetic Accuracy and Rounding, Algorithm Considerations.

Applications: Applications of GPU Architecture like Gaming, Computer Vision, Optimizing GPU

Applications.

it:') ii ii

l.

z.
Edition, 20 1 6, Mor gan Kaufmann.

Multicore and GPU Programming: An Integrated Approach, Gerassimos Barlas, 2no Edition, 2022,

Morgan Kaufmann.

1. Computer Architecture: A Quantitative Approach, John L. Hennessy, David A. Patterson, 5th Edition

2011, Morgan Kaufmann.

2. Heterogeneous Computing with OpenCL 2.0, David R. Kaeli, Perhaad Mistry, Dana Schaa, Dong Ping

Zhang,3'd Edition 2022,Morgan Kaufinann A
tktr, v1G/ bsP0w W4"^"*M
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PECAM6O4P
GPU Computing

Lab
2 I 25 25 50

The course provides the students a hands-on approach to popular CUDA programming model commonly
used for implementing various aspects of parallel architecture and GPU programming that enhances

employability and entrepreneurship skills.

A minimum of eight practical to be performed based on the theory course GPU Computing

lPECAM604Tl

.$P 4tu"'D
^Sr7X/

After successfu completion of this course the student will be able to:

Apply: Utilize the basic concepts of parallel computing, GPGPU, GPU computing for parallel
programming.

Apply: Make use of skills and modern engineering tools like CUDA programming and execution
model for offloading work onto GPUs as accelerators for various applications.

Analyze: Examine the importance of memory, performance, floating point considerations and

optimization in GPU computing.

Evaluate: Evaluate the performance of various applications in well-known GPU computing

scenarios.

',*.:
;,;:ir:::;:;:; l

tl '".
iri i

l. Programming Massively Parallel Processors a Hands-on Approach, David B. Kirk and Wen-mei W.
Hwu, 3'd Edition, 20 1 6, Morgan Kaufmann

2. Multicore and GPU Programming: An Integrated Approach, Gerassimos Barlas, 2"d Edition 2022,
Morsan Kaufmann

3. Heterogeneous Computing with OpenCL 2.0 David R. Kaeli, Perhaad Mistry,Dana Schaa, Dong Ping

Zhang, 3'd Edition, 2022, Mor gan Kaufinann.

4. Computer Architecture: A Quantitative Approach, John L. Hennessy, David A. Patterson, 5th Edition,
2011, Morgan Kaufmann. n
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PECAM6O5T
Computer

Vision
J a1 40 60 100 J

After successful completion of this course the student will be able to:
'co& Understand: Interpret and identifu the role of computer vision to solve different problems.

'9o2'
Analyze: Analyze various techniques of computer vision under different scenarios.

co3: Analyze: Examine the role of different pattern analysis techniques under various situations.

Apply: Make use of skills and modern engineering tools like OpenCV to address image related

aoplications.

'eoi Understand: Infer the recent trends in computing to deal with computer vision problems.

:
':),::,!,llt\

:':,

t':iilt:S 1!;!4

LTNIT I: Introduction to Computer Vision
Overview to Computer Vision (CV), Need of CV,
CV, Image formation: Geometric primitives and

camera.

brief history, Related Fields of CV, Applications, Tools for
hansformations, Photometric image formation, The digital

Fourier transforms, Pyramids and wavelets,
IINIT II: Image Processing
Point operators, Linear filtering, More neighborhood operators,

Geometric transformations, Global optimization.

III\IT III: Feature detection and Segmentation
Feature detection and matching: Feature detectors,

Segmentation: Active contours, Split and merge.
Feature descriptors, Edge detection, Hough transforms,

TINIT IV: Pattern Analysis
Clustering: K-Means, K-Medoids, Mixture of Gaussians.

Classification: Discriminant Function, Supervised, Un-supervised, Semi supervised.

Classifiers: Bayes, KNN, ANN models.
Dimensionality Reduction: PCA, LDA

GVEa$q
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{INIT V: Introduction to OpenCv
Overview of OpenCv, Benefits, Features of Opencv, Reading Images and Video, Basic functions in OpenCv:

Blur, Edge Detection, Dilation, Erading, Resizing & Cropping, Shapes and Text, Contours detection.

Visual Question Answering, Domain Adaptation, Generative Adversarial Networks, 3D Object
Understanding, Transfer Learning, Obj ect Tracking.

trsii

l. Computer Vision: Algorithms and Applications, Richard Szeliski, 2022, Springer International
Publishins.

2. Computer Vision - A Modern Approach International Edition, D. Forsyth, J. Ponce, 2015, Pearson

Education.

3. OpenCV Computer Vision with Python, Joseph Howse, 2lI3,Packt Publishing.

:.::

I Dictionary of Computer Vision and Image Processing, Robert B. Fisher, Toby P. Breckon, Kenneth

Dawson-Howe, Andrew Fitzgibbon, Craig Robertson, Emanuele Trucco, Christopher K. I. Williams,
2013, Wiley.

2. Introductory Techniques for 3-D Computer Vision, Emanuele Trucco, AllessandroVerri, 1998, Prentice

Hall.

3. Computer and Robot Vision - Vol II, Robert M. Haralick, Linda G. Shapiro, 2002, Addison-Wesley.
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PECAM6O5P
Computer
Vision Lab

0 0 2 I 25 25 50

,j.,.j.:'.].'Courseobjective"j'.i
The course enables the learners to get familiar with various programming experiences by implementing

computer vision and object recognition applications of computer vision to enhance their employability

skills.

A minimum of eight practical to be performed based on the theory course Computer Vision

lPECAM60sTl
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After successful completion of this course the student will be able to:

Understand: Illustrate the basic concepts and methods in image processing and computer vision.

cp3i Apply: Identify, formulate and solve problems in image processing and computer vision.

Analyze: Analyze existing feature detection, segmentation, pattern recognition techniques for
computer vision systems.

coi:, Design: Design and develop image processing algorithms for computer vision applications.

.:
,l '+lw:
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1. Computer Vision: Algorithms and Applications, Richard Szeliski, 2022, Springer International

Publishins.

2. Computer Vision - A Modern Approach International Edition, D. Forsyth, J. Ponce, 2015, Pearson

Education.

3. OpenCV Computer Vision with Python, Joseph Howse, 2013, Packt Publishing.

Dictionary of Computer Vision and Image Processing, Robert B. Fisher, Toby P. Breckono Kenneth

Dawson-Howe, Andrew Fitzgibbon, Craig Robertson, Emanuele Trucco, Christopher K. I. Williams,

2013, Wiley. n

4.

*{S\ /tl| -24 () y'Mr*e,1+,,-Ny_
Y 'q,-/ L

Page 20 of 25



,,#4'
''$B$sulu''

g. B.;AfIt* IWSTETUTE CIF TICHISOI"OGY, *IANAGESTX8NT
& RESSARCI{,l*AGP{'R.

{.4n.{uto*nmo*s tustitutq AS}i**d to nf*nr.f-l, h-a-spur}

%,#DEPARTMEIqT OF EMERGIFIG TECHNOTSGIES {AI&ML ANd AI&DS}
I'?,rsx: "Sme*ris ri# *'*eJrrslrl s$#er';SrE**gvrgltcirufegrerJn Corqp*f*rsci*.rss ris er{id€ rswp*a*pr*.$srJ*rmy's"

Tji!;4&E;;ti:i tl :i
",jF-sni

;^:;:*;
t E- -;fi,

PECAM6O6T IoT & Machine
Learning

a
J J 40 60 100 a

J

The course will enable the students to develop an IoT application by applying various Machine learning
algorithms and techniques to improve employability and technic,al skills.

After successful completion of this course the student will be able to:

Understand: Interpret the concepts and utility of Internet of Things with Machine Learning.

.. cq.'', Analyze: Analyze various IoT Protocols and tools to develop desired application.

Apply: Apply various Machine Learning algorithms and techniques on datasets collected by IoT
devices to solve given problem.

i.ir. .,

Apply: Apply various Neural networks and Bayesian analysis to solve classification problems.

Create: Design an application using IoT & ML tools to solve the real-world problem.

SYr,r,anus
III\IT I: Introduction to Internet of Things
Introduction to IoT, Conceptual Framework, Architectural view, Applications and scope of IoT with ML,
M2M Communication. IoT sensors and actuators, radio frequency identification (RFID) technology,

Overview of IOT supported Hardware platforms such as Arduino, Raspberry pi.

UNIT II: IoT Protocols
Physical and MAC layers, topology and Security of IEEE 802.15.4,802.11ah, LoRaWAN, Constrained

Nodes and Constrained Networks, Zigbee, Routing over Low Power and Lossy Networks, Supervisory

Control and Data Acquisition, Constrained Application Protocol and Message Queueing Telemetry.

Transport.

UI\IT III: Introduction of ML in IoT
Introduction to Machine Learning, Need of ML in IoT, supervised learning, unsupervised learning, cost

function. Regression: linear regression, loss function, least-squares fit, parameter estimation, statistical view

on the regression, gradient descent, gradient descent for linear regression, logistic regression.

UNIT IV: Instance-Based Learning
Instance-Based Learning: k-Nearest neighbor algorithm, decision tree learning, random forest, ensemble

learning, case-based learning. Rule based learning: propositionql and first-order, over-fitting.

$q W sv& # (a
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UNIT V: Bayesian Networks & Clustering
Bayesian Networks, inference in Bayesian Networks, Bayes Net Structure, learning unlabeled data:

Expectation-Maximization, preventing over fitting, Gaussian mixture models, Introduction to clustering,

hierarchical clustering, K-means clustering, hidden Markov models, Reinforcement learning, support vector

machines.

IIIIIT VI: Artificial Neural Networks
Artificial neural networks: types of learning, activation functions, introduction of multilayer networks and

back-propagation, recurrent networks, Probabilistic machine leaming maximum likelihood estimation, MAP,
Bayes classifiers Naive Bayes, Bayes optimal classifiers.

.a:a4l

lrt.i:

1. Big data, IoT & Machine Learning: Tools and Applications, Rashmi Agrawal, Marcin Paprzycki, Neha

Gupta l't Edition, 202l,CPIC press.

2. Programming the Internet of Things, Andrew King,202l, O'Reilly Media

3. Machine Learning in cognitive IoT, Neeraj Kumar, Anisha Makkar, 1" Edition, 2020, CFiC Press.

4. The Intemet of Things, Samuel Greengard, 2015, The MIT Press 
n
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PECAM6O6P IoT & Machine
Learning Lab

2 I 25 25 50

The lab course enables the students to develop an IoT application by applying various Machine learning
algorithms and techniques to improve employability and relevant technical skills.

A minimum of eight practical to be performed based on the theory course of IoT & Machine Learning

IPECAM606rl
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After successful completion of this course the student will be able to:

e* Analyze: Analyze various IoT Protocols and tools to develop desired application.

Apply: Apply various Machine Learning algorithms and techniques on datasets collected by IoT
devices to solve given problem.

_eOt,
Apply: Apply various Neural networks and Bayesian analysis to solve classification problems.

-itt@ Create: Design an application using IoT & ML tools to solve the real-world problem.

l. Big dat4 IoT & Mach
Gupta, 1't Edition, 202

ne Learning: Tools and Applications, Rashmi Agrawal, Marcin Paprzycki, Neha

, CRC press.

2. Programming the Internet of Things, Andrew King,202l, O'Reilly",,Media
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OECAM6OlT

Basics of
Human

computer
lnteraction

3 3 40 60 100 3
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The course enables students to gain theoretical knowledge and practical experience in the fundamental

aspects of human perception, cognition and learning related to the design, implementation and

evaluation of interfaces to enhance their technical skill.

Cou.re Out*o*"t t:i;i.::.

After successful completion of this course, the students will be able to:

Understand: Explain importance of Human computer Interaction (HCD study and principles

of user-centered design (UCD) approach.

Apply: Develop understanding of human factors, models and paradigms in context of
interactions in HCI desien.

cq3 j Create: Design effective user-interfaces following a structured and organized UCD process.

t COllr.i Evaluate: Evaluate usability of a user-interface design for given problems.

co5 Anplv: Apply cognitive models for predicting human-computer-interactions.

SYLLABUS

IJhIIT I: Introduction of HCI
Basics of HCI, Disciplines involved in HCI, Purpose of HCI, The psychology of everyday things,

Principles of HCI, User-centered Design.

ItllIT II: Understanding the Human
Input-output channels, Human memory, Thinking, Reasoning and

Individual differences, Psychology and Design.
Problem Solving, Human emotions,

UNIT III: Understanding the Interaction
Models of interaction, Ergonomics, Interaction
interaction

styles, WIMP Interface, Interactivity, Context of

UI\-IT IV: HCI Design Process
Interaction Design, Software Design Process, User focus, Scenarios,

Design, Prototyping Techniques, Wire-Framing, Understanding UI
Framework, Model-View-Controller (MVC) Framework.

Navigation Design, Screen

Layer and Its Execution

9 rN. mw G/ 4.--- ,&'@eM 4^n
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l. 3D Math Primer for Graphics and Game Development, Fletcher Dunn, 2od Edition, 20ll,Taylor &

Francis.

2. Programming Game AI By Example, Mat Buckland, 1$ Edition,2005, Wordware Pub.
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UI\IT V: HCI - Design Rules, Guidelines and Evaluation Techniques
Principles that support usability, Design standards, Design Guidelines, Golden rules and heuristics,
using toolkits, User interface management system (UIMS), Goals of evaluation, Evaluation Criteria,
Evaluation through expert analysis, Evaluation through user participation, Choosing an Evaluation
Method.

tlI\IT VI: HCI Models and Theories
Goal and task hierarchy model, Linguistic model, Physical and device models, Cognitive architectures,
Hierarchical task analysis (HTA), Uses of task analysis, Diagrammatic dialog design notations,
Computer mediated communication, Ubiquitous Computing, Finding things on web Future of HCI.

1. Human Computer Interaction, Alan Dix, Janet Finlay, Gregory Abowd, Russell Beale, 3'd Edition,r-_--- ------- "'-'-J
Pearson Education

2. Human-Computer Interaction - Fundamentals and Practice, Gerard Jounghyun Kim, 2015, CRC
Press.
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